
Categorizing statistics problems

Below are some questions you should ask yourself if you’re not sure what kind of problem
you’re dealing with in statistics. Remember that not all of these questions apply to every
problem, and also that this list is a work in progress and therefore may be incomplete.
Suggestions are welcome (to Alan Weiss in the Math Lab).

Is this just a simple computation?
After you’ve been doing a lot of more complicated things, don’t forget that you’ll still get
some problems that are simple things like computing the probability that a variable with
a normal distribution is in a certain range of values, or computing a standard deviation.
Especially, don’t forget that probability computations for uniform distributions are very
simple and don’t require the use of functions like normalcdf. If your class covered the
binomial distribution (many classes don’t), use that to find the probability of a specific
number of successes in a fixed number of independent trials, all with the same probability
of success.

Is this a hypothesis test or a confidence interval?
A hypothesis test means choosing which of two alternatives is a better description of the
population. A confidence interval is a range of values within which a certain parameter
value is likely to be. These two things are not entirely unrelated, but you are generally
asked to do one or the other.

Are you dealing with a mean or a proportion?
That is, is the problem about the parameter µ or p? In a means problem, there is a
measurement made for each subject or unit in the sample and the mean of those
measurements (the sample mean, x̄) is computed. In a proportion problem a yes-or-no
question is answered for each subject or unit and the number of “yes” answers (the
number of “successes”) is divided by the sample size to get the sample proportion, p̂.

For means, should you use z or t?
If you know σ (the population standard deviation) then always use z. If not, use t. (A
few teachers have you use z if the sample size is over 30.) Remember that sample
proportions always have a normal (i.e., z) distribution, never t.

Are there one, two, or more populations, and, if two, are they dependent or
independent?
Different procedures are used for a single population (where a mean or proportion is
compared to a particular numeric value), two populations (where the means or
proportions of two groups are compared with each other), or more than two populations
(where means – never proportions – are compared using ANOVA). For means of two
populations, you must decide whether the populations are dependent (i.e., paired), or
independent.

Is this bivariate data?
That is, are there sets of numbers in pairs (e.g., age and forearm length) measured for
each unit or subject? If so, you should probably be thinking about a least-squares
regression and finding the correlation coefficient, r.

Are you seeing if categorical (qualitative) counts match expected values?
If so, you should be using a χ2 (chi-square) test.



Commonly Used Symbols

Population Sample
(parameters) (statistics)

Size N n

Mean µ x̄

Standard deviation σ s

Variance σ2 s2

Proportion p p̂

Correlation coefficient ρ r

Significance level for a hypothesis test α

Test statistic for a goodness-of-fit or
independence test χ2

• µ is the lower case Greek letter mu.

• σ is the lower case Greek letter sigma. The upper case sigma (Σ) is the summation
symbol.

• ρ is the lower case Greek letter rho.

• α is the lower case Greek letter alpha.

• χ is the lower case Greek letter chi. χ2 is pronounced ”kye-square” (”kye” rhymes
with ”eye”).

• x̄ is pronounced ”x-bar”.

• p̂ is pronounced ”p-hat”. Some books use p’ instead of p̂.

• The symbol ”x” is used with different meanings in different contexts. In a means
problem it represents an individual data value (often with a subscript to distinguish
cases). In a proportion problem it represents the number of successes.

• The symbol ”p” can be particularly confusing, since it is used in a number of
different ways. We usually use ”p-value” instead of simply ”p” to distinguish the
probability compared to α in a hypothesis test from the ”p” used to mean
proportion (but note that TI calculators show the p-value as simply ”p”).
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